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Highlights
• Retaining field-measured heights of sample trees improved accuracies of plot values.
• Selecting sample trees with probability proportional to basal area was recommended.
• The number of sample trees and sample tree selection method impacted accuracies. 
• The choice of calculation method had a strong influence on accuracies of plot values.

Abstract
Accurate field plot data on forest attributes are crucial in area-based forest inventories assisted by 
airborne laser scanning, providing an essential reference for calibrating predictive models. This 
study assessed how sample tree selection methods and plot data calculation methods affect the 
accuracy of field plot values of timber volume, Lorey’s mean height, and dominant height. We 
used data obtained from 12 420 circular sample plots of 250 m2, measured as part of the Norwegian 
national forest inventory and 45 local forest management inventories. We applied Monte Carlo 
simulations by which we tested various numbers of sample trees, methods to select sample trees, 
and methods to calculate plot-level values from tree-level measurements. Accuracies of plot values 
were statistically significantly affected by the number of sample trees, sample tree selection method, 
and calculation method. Obtained values of root mean square error ranged from 5% to 16% rela-
tive to the mean observed values, across the factors studied. Accuracy improved with increasing 
numbers of sample trees for all forest attributes. We obtained greatest accuracies by selecting 
sample trees with a probability proportional to basal area, and by retaining field-measured heights 
for sample trees and using heights predicted with a height-diameter model for non-sample trees. 
This study highlights the importance of appropriate sample tree selection methods and calculation 
methods in obtaining accurate field plot data in area-based forest inventories.
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1 Introduction

Accurate and timely information on forest resources is crucial for rational decision-making in 
forest management. This information is obtained in forest inventories, which provide essential data 
on forest attributes such as timber volume, Lorey’s mean height, and dominant height to inform 
operational forest management. In operational forest inventories, forest attributes are commonly 
predicted from airborne laser scanning (ALS) data. The area-based approach, proposed by Næsset 
(2002), is the most common method for using ALS data to predict forest attributes using models 
based on ALS data (White et al. 2013). Although ALS has become an important data source in 
various regions, many operational forest inventories still rely primarily on traditional field work 
and aerial imagery (Goodbody et al. 2024). As noted by Fassnacht et al. (2024), despite the dem-
onstrated value of ALS, its uptake remains uneven due to constraints related to cost, technical 
capacity, and data infrastructure.

In area-based forest inventories, field data are obtained from a sample of plots distributed 
throughout the inventory area, which are then linked to ALS data in predictive models. The models 
are applied over a grid tessellating the inventory area, with ALS metrics computed for each grid cell, 
to enable wall-to-wall predictions of the target attributes. Predictions for individual grid cells within 
stands are then aggregated to obtain stand-level estimates of the target attributes, forming the basis 
for operational forest management planning. Thus, while the inventories largely rely on ALS data, 
the acquisition of accurate field plot data remains essential for developing reliable prediction models.

Errors in field plot data are commonly ignored both in operational forest inventories and in 
research, meaning that the values are assumed to be free of error. Besides potentially leading to 
an underestimation of the variance of used estimators (Saarela et al. 2016), errors in input data in 
forest planning systems can accumulate in magnitude, particularly over long planning horizons 
such as the 10–15 years that are the typical time frame in which area-based inventories are updated 
(Haara 2005). Such accumulated errors can in turn lead to suboptimal decisions and economic 
losses in forest planning, for example by affecting the selection of treatments aimed at maximizing 
economic returns and carbon payments (Ruotsalainen 2021).

Field data obtained from sample plots are affected by various sources of error, including meas-
urement errors, model errors, and positioning errors, which can reduce the reported accuracies of 
ALS-based predictions (Persson et al. 2022). With ongoing advancements and increasing accuracy 
in remote sensing techniques, the influence of uncertainties in field plot data on the accuracies of 
remote sensing-based predictions is becoming increasingly evident. Full census data are generally 
not feasible for forest inventories due to the extensive fieldwork and associated costs. Thus, in 
obtaining accurate field plot data, the costs of data collection should be balanced with the quality 
of the collected data for decision-making (Kangas 2010). This tradeoff is commonly addressed 
by selecting a sample from the observed population for measurement, determining an appropriate 
sample size, and limiting the number of characteristics to be measured (Husch et al. 2002). 

On a sample plot, easily observed characteristics such as species and diameter at breast 
height (dbh) are typically recorded for all trees with a dbh above a certain threshold, such as 5 cm. 
In contrast, more costly measurements such as tree height, are taken from a smaller subsample of 
trees (Lappi et al. 2006); hereafter sample trees. Models are then commonly developed that relate 
tree height to dbh (HD models) and used to predict missing heights based on the measured dbh 
(Sharma et al. 2015). Stem volume is even more difficult to measure in the field and is therefore 
commonly predicted using allometric models dependent on dbh and height (Hansen et al. 2023). 

Sample trees can be selected using several sampling methods (Schreuder et al. 1993). In 
Norway, sample trees are commonly selected using a relascope, where every nth tree of the relascope 
sample is selected for height measurement. This implies that sample trees are selected with a prob-
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ability proportional to basal area (Bitterlich 1984). Methods used for selecting sample trees may 
impact HD models and subsequent height and volume predictions for individual trees. Uncertainty 
from those models as well as measurement errors can in turn propagate to calculated plot values of, 
e.g., volume, Lorey’s mean height, and dominant height (Moundounga Mavouroulou et al. 2014; 
Magnussen et al. 2020). Furthermore, additional uncertainty may arise from differences in how 
tree heights and volumes are aggregated within plots, for example due to alternative methods for 
estimating dominant height from heights of trees within a plot (Ochal et al. 2017).

In area-based inventories in Norway, fixed-area circular plots of 250 m2 are conventionally 
used, for which field procedures and calculation methods have largely been standardized. The plots 
are commonly distributed throughout the inventory area following stratified sampling designs, the 
strata representing forest types according to dominant tree species, forest maturity class, and site 
productivity. Typically, around 40 plots are allocated to each stratum, with approximately 10 sample 
trees selected for height measurement on each plot. Various plot attributes are routinely computed, 
including the number of trees, basal area, mean diameter weighted by basal area, volume, Lorey’s 
mean height, and dominant height. The number of trees, basal area, and mean basal area diameter 
are calculated from the callipered trees, making these calculations relatively straightforward and 
solely influenced by measurement errors. Volume is calculated as above-bark volume per hectare, 
while Lorey’s mean height is defined as the mean tree height, weighted by basal area (Næsset 1997). 
For dominant height, various terms and definitions have been proposed (Rennolls 1978; Tarmu et 
al. 2020), however in Norway it is defined as the mean height of the 100 largest trees per hectare 
according to dbh (Sharma et al. 2011). 

Previous studies have investigated the effects of measurement errors on tree volume predic-
tions (Berger et al. 2014) as well as the effects of model errors on forest inventory estimates (Brei-
denbach et al. 2014). Accuracies of plot-level values of volume, Lorey’s mean height, and dominant 
height can be influenced by the methods used to select sample trees (Magnussen et al. 2020). While 
the potential impacts of these procedures on calculated plot values have been highlighted (Ochal et 
al. 2017), no empirical studies have explored the effects of numbers of sample trees on the accura-
cies of calculated plot values. In addition, no previous studies have comprehensively assessed the 
effects of sample tree selection methods and calculation methods on accuracies of field plot data. 

This study aimed to assess the effects of sample tree selection methods and calculation 
methods on accuracies of field plot values in area-based forest inventories. The specific objectives 
were to:

• Assess the effects of the number of sample trees and sample tree selection methods on 
the accuracies of field plot values of volume, Lorey’s mean height, and dominant height.

• Compare a range of calculation methods for the studied plot attributes by quantifying 
the accuracy of each method.

2 Materials and methods

2.1 Study area 

We used field data obtained from sample plots from the Norwegian national forest inventory (NFI; 
n = 5625) and 45 local forest management inventories (FMI; n = 6795) in South Norway (Fig. 1). 
Further details are provided in the following sections. The main tree species in the study area are 
Norway spruce (Picea abies (L.) Karst.), Scots pine (Pinus sylvestris L.), and deciduous species, 
mainly birch (Betula pendula Roth and B. pubescens Ehrh.). The FMIs were carried out by the forest 
owners’ cooperatives Allskog SA, AT Skog SA, Glommen Mjøsen Skog SA, and Viken Skog SA.
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2.2 Data collection – national forest inventory 

The Norwegian NFI, established in 1919, provides nationwide forest data through a systematic 
network of permanent sample plots (Breidenbach et al. 2020). The current sampling design was 
introduced during the 6th inventory cycle (1986–1993), and since 1994, the NFI has operated as a 
continuous inventory, in which one-fifth of the plots are measured annually, resulting in a five-year 
cycle. Except for high mountain areas and some northern regions, the sample plots are distributed 
on a 3×3-km grid (Viken 2021). 

On circular sample plots of 250 m2, tree attributes such as species and dbh are recorded for 
all trees with a dbh ≥ 5 cm. Around 10 sample trees are selected on each plot for height measure-
ment, with selection probability proportional to basal area, i.e., trees with larger basal area have 
a greater probability of being selected. If there are fewer than 10 trees on the plot, all tree heights 
are measured using hypsometers. The forest maturity class is determined for each plot based on 
stand age, the dominant tree species, and site productivity, following a Norwegian classification 
system outlined in Anon. (1987). Class I signifies recently clear-felled stands, class II represents 
regeneration forests with satisfactory density, typically with a height < 10 m, class III signifies 
younger production forests capable of yielding timber, class IV represents older production forests 

Fig. 1. Locations of circular sample plots of 250 m2 measured as part of the 
Norwegian national forest inventory (NFI, n = 5625) and 45 local forest man-
agement inventories (FMI, n = 6795) in Norway.
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on the way to becoming mature for harvesting, in which thinning is often applicable, and class V 
signifies mature forests ready for harvest. In this study, we used sample plots with forest maturity 
classes of III–V measured in the years 2019–2023 in South Norway, omitting split plots for which 
inventory practices differ. This comprised a total of 5,625 plots from the NFI. 

2.3 Data collection – forest management inventories

Sample plot data acquired as part of 45 FMIs were collected in the years 2004 to 2021. In total, 
the FMIs comprised 6795 circular sample plots of 250 m2. In accordance with standard practices 
in Norwegian FMIs, the plots were distributed across the inventory areas using stratified designs, 
with strata representing different forest types in terms of dominant tree species, site productivity, 
and forest maturity class. Although the sampling followed probability-based principles in some 
inventories, deviations from strict probability sampling occurred in others due to practical con-
siderations such as plot clustering, re-measurement of plots from a previous inventory or other 
operational constraints. 

In the inventories, stands were delineated from aerial images and the dominant tree species 
was interpreted from the images for each stand. Site productivity was characterized as the site 
index, which in Norway denotes the expected dominant height at the breast height age of 40 (Tveite 
1977). The site index was determined for each stand based on a combination of photo interpretation, 
field observations, and information obtained from previous inventories. The forest maturity class 
was determined for each plot following the same classification system as in the NFI, and plots of 
classes of III-V were used in the analysis. On each sample plot, all trees with a dbh above a specific 
caliper limit were recorded. The caliper limits varied across the FMIs and strata. The species was 
recorded for each tree, and dbh was measured with mm precision. Typically, around 10 sample 
trees were selected on each plot for height measurement using a relascope, consistent with the field 
protocol used on NFI plots. Tree heights were measured using hypsometers with dm precision. 

2.4 Plot data processing

To compare various numbers of sample trees, sample tree selection methods, and calculation meth-
ods across the plot attributes, this study required plot-level reference values of volume, Lorey’s 
mean height, and dominant height. Thus, reference values of tree heights and volumes were needed 
for all trees. While the field data comprised dbh for all trees on all plots, heights had only been 
measured for sample trees, and tree volumes were not directly measured. 

To address the abovementioned limitation, we imputed missing tree heights by sampling 
randomly with replacement from the measured heights of trees. We stratified the imputation by 
species group (spruce, pine, deciduous), 1-cm diameter class, and forest type. We defined three 
forest types: (1) forests with maturity class III, (2) spruce-dominated forests with a maturity class 
of IV or V, and (3) pine-dominated forests with a maturity class of IV or V. We classified the main 
tree species for each plot as the species with the greatest share of the total basal area on the plot. 
We further accounted for the geographical location by searching iteratively for measured heights 
within expanding radii (100–1300 km), favoring the use of geographically close trees.

On the 12 420 sample plots, a total of 374 381 trees were recorded, of which 117 743 had 
measured heights. To address the uncertainty in imputed heights and consequent uncertainty in 
calculated plot attributes based on those heights, we repeated the height imputation for each non-
sample tree 100 times. In such a way, the plot calculations performed in the analysis (see section 
2.6 for details) were repeated 100 times, each time using a newly sampled set of imputed heights 
for trees whose heights had not been measured. By repeating the calculations multiple times, we 
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captured the range of possible outcomes of individual tree heights and subsequent calculated plot 
attributes, thus accounting for this variability. 

To assess whether the imputation procedure gave realistic tree heights for trees for which 
heights had not been measured, we also used the imputation procedure to generate heights for 
sample trees. We compared the imputed heights of sample trees with corresponding field-measured 
heights, which served as a validation of the imputation procedure. 

We computed reference volumes (above bark) for all trees as predictions from species-
specific allometric models developed by Hansen et al. (2023), with dbh and height as predictor 
variables. Thus, we assumed that the published models accurately reflect relationships between 
dbh, height, and volume for tree species in Norway. We further assumed the measured tree heights 
and predicted tree volumes to be free of error and assumed these values to accurately represent the 
forest conditions on the plots. A summary of the obtained field reference data is shown in Table 1.

2.5 Plot-level reference values

We computed plot-level reference volumes as the sum of individual tree volumes, scaled to per 
hectare values. We computed plot-level reference values of Lorey’s mean height as the mean height 
of trees on the plot, weighted by basal area (Lorey 1878). We computed plot-level reference values 
of dominant height as the mean height of the two largest trees according to dbh, aligning with 
established practices in Norwegian FMIs (Fitje 1989). Following conventional criteria for dominant 
trees (Sharma et al. 2011), on a 250 m2 plot, the two trees with the largest dbh are assumed to rank 
among the 100 largest trees per hectare.

Table 1. Summary of tree diameters at breast height (dbh) and heights, and plot-level 
volume, Lorey’s mean height, and dominant height across the three strata.

Range Mean Standard deviation

Stratum 1 - Younger production forest (144 210 trees, 3714 plots)
Tree dbh (cm) 4.0–78.0 12.0 6.0
Tree height (m) 1.4–38.1 9.9 4.2
Tree volume (m3) 0.0–3.5 0.1 0.1
Plot volume (m3 ha–1) 1–719 138 88
Plot Lorey’s mean height (m) 4.8–24.7 11.3 2.4
Plot dominant height (m) 3.6–38.1 15.7 4.1
Stratum 2 - Mature forest, spruce-dominated (161 148 trees, 5387 plots)
Tree dbh (cm) 4–83.7 15.4 8.7
Tree height (m) 1.4–42.6 12.0 5.7
Tree volume (m3) 0.0–5.9 0.2 0.3
Plot volume (m3 ha–1) 0–1023 226 144
Plot Lorey’s mean height (m) 4.3–32.0 14.4 3.7
Plot dominant height (m) 4–42.6 19.4 5.2
Stratum 3 - Mature forest, pine-dominated (69 023 trees, 3318 plots)
Tree dbh (cm) 4–97 17.0 9.7
Tree height (m) 1.4–33 12.1 5.4
Tree volume (m3) 0.0–5.5 0.2 0.3
Plot volume (m3 ha–1) 5–1162 184 110
Plot Lorey’s mean height (m) 6.6–25.6 14.2 3.1
Plot dominant height (m) 5.6–32.2 17.6 4.1
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2.6 Simulations

To assess the effects of sample tree selection methods and calculation methods on accuracies of field 
plot values in area-based forest inventories, we applied Monte Carlo simulations. The simulations 
reflected common practices in Norwegian FMIs assisted by ALS data, in which sample plots are 
distributed within local inventory areas. We applied 1000 replications for each number of sample 
trees, where for each replication, we selected 151 sample plots from within a geographic region. 
The number of 151 plots was based on the average number of plots per inventory across the 45 
FMIs included in the study (6795 plots in total). To obtain the 151 plots, we first randomly selected 
one plot, followed by the 150 geographically nearest plots. We then conducted all calculations 
on the sample plots within each replication, 100 times to account for the uncertainty arising from 
imputed heights. The calculations are described in the following sections and comprised various 
numbers of sample trees, sample tree selection methods, and calculation methods. Fig. 2 displays 
a flowchart showing the analyses performed in each Monte Carlo replication.

Fig. 2. Analyses performed in each Monte Carlo replication to assess the effects of sam-
ple tree selection methods and calculation methods on accuracies of field plot values.
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2.7 Sample tree selection

To assess how different sample tree selection methods affected the accuracies of plot values, we 
compared four numbers of sample trees (2, 6, 10, and 14 trees per plot) and four methods for 
selecting sample trees. The selection methods were as follows: 

A. Random sampling: the required number of sample trees was randomly selected from the 
full set of trees on the plot.

B. Systematic sampling: every nth tree was selected, where n was determined by the total 
number of trees and the required number of sample trees.

C. Stratified sampling: the dbh range on each plot was divided into as many equal-width 
intervals as the number of required sample trees, and one sample tree was randomly 
selected from each interval.

D. Probability proportional to basal area: trees were selected with probability proportional 
to their basal area, i.e., larger trees had a greater probability of being selected. 

2.8 Height-diameter models

We fitted HD models using the heights and diameters of those trees selected as sample trees on the 
151 plots. We fitted separate models for the different species and sample tree selection methods, 
using a modified version of the Näslund model (Näslund 1936), with one parameter fixed (b3 = 3), 
following Sharma et al. (2015):
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where hij is the height in m of tree j on plot i, dbhij is the corresponding dbh in cm, b1 and b2 are 
parameters to be estimated, and ui is the random effect associated with plot i. The model error, 
denoted εij, was assumed to follow a normal distribution with mean zero and a within-plot variance-
covariance structure, addressing the hierarchical data structure where sets of trees were grouped 
within plots. This ensured that the models captured plot-specific HD relationships, as recommended 
by Eerikäinen (2009) and supported by Mehtätalo et al. (2015). We fitted the models using the nlme 
package (Pinheiro et al. 2017) in R. We set a minimum of 30 observations for fitting the models. 
In case fewer than 30 sample trees were available for a given species, we used sample trees from 
all species to fit the HD model for that species. We then used the HD models to predict the heights 
of all trees on the 151 plots selected for each replication. 

2.9 Calculation methods

2.9.1 Volume

We compared five methods for calculating plot-level values of volume: 
I. Using species-specific allometric volume models based on dbh and heights predicted for 

all trees, including sample trees, using plot-specific HD models (Eq. 1), e.g., Magnussen 
et al. (2020). 

II. Method I, however retaining measured heights of sample trees, i.e., only using predicted 
heights for non-sample trees, e.g., Hawryło et al. (2017).

III. Using ratio estimation (see details below), e.g., Ørka et al. (2018). 
IV. Method III, however retaining reference volumes of sample trees, i.e., only using tariff 

volumes for non-sample trees, e.g., Breidenbach et al. (2020). 
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Ratio estimation is the standard practice both in the Norwegian NFI and in FMIs and involves 
predicting the heights of all trees using standardized height models with dbh as a predictor variable 
(Vestjordet 1968; Fitje et al. 1977; Eid et al. 1993). The dbh and predicted height are then used to 
predict a “tariff volume” for each tree using published allometric volume models (Carron 1971). 
For sample trees, volumes are predicted using the dbh and measured height as input in the same 
published models. If sample trees are selected with a probability proportional to basal area, spe-
cies- and plot-specific mean ratios between volumes and tariff volumes are then estimated (mean 
of ratios). The ratios are then used to adjust the tariff volumes of all calipered trees. If sample trees 
are selected with equal probability, a ratio of means estimator is applied, i.e., based on species- and 
plot-specific ratios between mean volumes and mean tariff volumes. We used Hansen et al. (2023) 
volume models with dbh and height as input variables.

When applying ratio estimation as described in the above, some plots may lack sufficient 
representation for a particular tree species. In those cases, the ratio for that species is commonly 
estimated using pooled data from all plots within the stratum. We set a minimum of two trees per 
plot for a given species. In instances where fewer trees were recorded for a given species, we com-
puted the ratio based on all trees of that species within the respective stratum for that replication. 

For method III, we multiplied the tariff volumes with the estimated ratios to obtain volumes 
for all trees. For method IV, we only multiplied tariff volumes of non-sample trees with the obtained 
ratios, retaining reference volumes of sample trees. For all methods of volume calculation, we 
calculated the total volume for each plot as the sum of tree volumes, scaled to per hectare values.

2.9.2 Lorey’s mean height

We compared four methods for calculating plot-level values of Lorey’s mean height: 
I. The mean height of sample trees, weighted by basal area, e.g., Næsset (1997). 
II. The mean predicted height of all trees on the plot, weighted by basal area, e.g., Magnus-

sen et al. (2012). 
III. Method II, however retaining field-measured heights of sample trees, e.g., Hansen et 

al. (2017).
IV. Model-assisted estimation.

For method I and in case sample trees were selected with probability proportional to basal 
area, the unweighted mean instead of the mean weighted by basal area was used to avoid bias. For 
method IV, we estimated the mean predicted height of all trees on the plot, weighted by basal area, 
and corrected with the mean difference between predicted and observed heights of sample trees: 

where Hlor is the Lorey’s mean height calculated for plot i in m, N is the total number of trees on 
the plot, gij is the basal area of tree j on plot i, îjh is the corresponding height in m predicted using 
a HD model, n is the number of sample trees on the plot, gis is the basal area of sample tree s in 
m2, îsh is the predicted height of sample tree s and his is the field-measured height of sample tree 
s. Like method I, the second term was not weighted by basal area in case of sample tree selection 
with a probability proportional to basal area:
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1 1
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2.9.3 Dominant height

We compared five methods for calculating plot-level values of dominant height: 
I. The mean predicted height of the two largest trees on the plot according to dbh, e.g., de 

Lera Garrido et al. (2023).
II. Method I, however retaining the measured heights of sample trees, e.g., Kangas et al. 

(2018).
III. The mean measured height of the two largest sample trees, e.g., Næsset (2004). 
IV. Method III in case both dominant trees on the plot were selected as sample trees. If this 

was not the case, the height of the single largest sample tree was used (Næsset 2002).
V. The mean predicted height of the dominant trees on the plot, corrected with the ratio 

between reference and predicted dominant tree heights:

where Hdom i is the dominant height calculated for plot i in m, nid is the number of dominant trees 
on the plot, îdh is the height predicted for dominant tree d using the HD model, and hid is the cor-
responding field-measured height. In case both dominant trees on the plot were selected as sample 
trees, the numerator of the first term and the denominator of the second term cancel each other 
out. Thus, in those cases, the estimator becomes the mean of the measured heights of the dominant 
trees on the plot. In cases where only one dominant tree was selected as a sample tree, the observed 
height of that tree is used to estimate the ratio in the second term of the estimator. In cases where 
neither of the dominant trees on the plot had been measured for height, the estimator becomes the 
mean predicted height of the dominant trees. 

2.10 Accuracy assessment

For each replication, we evaluated the accuracies of the calculated plot-level values of volume, 
Lorey’s mean height, and dominant height using the root mean square error between reference and 
calculated plot values, relative to the mean reference value (RMSE%):

where yi is the reference value for plot i (either volume, Lorey’s mean height, or dominant height), 
ˆiy is the corresponding calculated value, and   y is the mean reference value for the replication. We 

further computed the mean differences between reference and calculated plot values, relative to 
the mean reference value (MD%):
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The simulation entailed repeatedly selecting sample trees using various selection methods, 
calculating plot values of the studied plot attributes, and assessing the accuracy in terms of RMSE% 
and MD%. After completing the 1000 replications, we evaluated the stabilization of RMSE% and 
MD% values obtained for the studied plot attributes, numbers of sample trees, sample tree selection 
methods, and calculation methods. We determined stabilization following McRoberts et al. (2023) 
by assessing whether the maximum accumulated standard deviation of RMSE% and MD% values 
from the last 50% of replications deviated by no more than 0.5% from the accumulated standard 
deviation across all replications.

We further conducted an analysis of variance (ANOVA) using linear models to evaluate 
the main effects and two-way interactions among the studied factors: plot attribute, numbers 
of sample trees, sample tree selection method, and calculation method on obtained values of 
RMSE% and MD%. Each model included all possible two-way interactions, and Type III sum of 
squares was used for the ANOVA to assess the significance of these effects. To interpret practical 
significance, we calculated partial eta-squared values (η2) for each effect. Additionally, p-values 
were adjusted using the Bonferroni correction to account for multiple comparisons and avoid Type 
I errors, by which we multiplied the obtained p-values by the number of comparisons (Neyman 
and Pearson, 1928).

3 Results

We obtained a mean RMSE of 2.7 m for heights imputed for sample trees (Table 2), corresponding 
to 19% relative to the mean of measured tree heights. Values of RMSE% obtained for imputed tree 
heights ranged from 17.1% to 22.7% across strata (forest types) and species, with MD% values 
close to zero in most cases. Errors varied moderately between species and strata.

Table 2. Root mean square errors (RMSE%) and mean differences (MD%) 
between field-measured tree heights and the mean of the 100 corresponding 
imputed heights, relative to the mean field-measured height obtained for sample 
trees across species and strata (forest types).

Stratum
1 2 3

RMSE% MD% RMSE% MD% RMSE% MD%

Spruce 17.1 0.0 17.8 –0.3 17.9 –0.2
Pine 18.1 –0.5 17.6 –0.6 19.8 –0.4
Deciduous 20.8 –0.4 22.7 –0.2 21.2 0.1
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Table 3. Mean values of root mean square errors relative to the observed mean values 
(RMSE%), and mean differences (MD%) in parentheses, obtained for the calculated 
field plot values in the Monte Carlo simulation in which we sampled 151 plots in 
each replication, and compared numbers of sample trees, sample tree selection meth-
ods and calculation methods.

Volume (m3 ha–1) Lorey’s mean height (m) Dominant height (m)

Number of sample trees
2 11.6 (1.5) 12.8 (–1.1) 15.8 (3.8)
6 7.9 (0.5) 7.7 (–0.6) 10.8 (0.4)
10 6 (0.3) 6.1 (–0.3) 8.2 (–0.2)
14 5 (0.2) 5.3 (–0.1) 6.7 (–0.4)
Sample tree selection method*
A 8.7 (–0.2) 9.3 (0.1) 15.6 (2.4)
B 7.5 (1.4) 7.6 (–1.5) 8.2 (0.4)
C 7.5 (1.4) 7.6 (–1.6) 8.2 (0.4)
D 6.7 (0.1) 7.5 (0.9) 9.5 (0.4)
Calculation method**
I 8.2 (0.6) 12.4 (–1.3) 12.4 (–3)
II 6.5 (0.7) 7.5 (–1) 7.4 (–1.2)
III 8.1 (0.6) 5.1 (–0.1) 13.3 (7.4)
IV 7.6 (0.8) 6.9 (0.3) 10.8 (2)
V - (-) - (-) 7.9 (–0.7)

*A = random sampling; B = systematic sampling, where every nth tree was selected, C = stratified 
sampling from dbh classes; D = sampling with a probability proportional to basal area.
**For volume: I = allometric models; II = method I, retaining reference volumes of sample trees; 
III = ratio estimation; IV = method III, retaining reference volumes of sample trees. For Lorey’s 
mean height: I = (basal area-weighted) mean height of sample trees; II = basal area-weighted 
mean predicted height; III = method II, retaining sample tree heights; IV = model-assisted esti-
mation. For dominant height: I = mean predicted height of the two largest trees; II = method I, 
retaining sample tree heights; III = mean height of the two largest sample trees; IV = height of 
the largest sample tree(s); V = mean predicted height of the two largest trees, corrected with the 
ratio between reference- and predicted sample tree heights.

The 1000 replications were sufficient for the results to stabilize according to the criteria 
described in 2.10. For calculated plot values of volume and Lorey’s mean height, sample tree 
selection with a probability proportional to basal area gave the greatest accuracy, while for domi-
nant height, systematic and stratified sampling gave the greatest accuracy (Table 3). Accuracies 
improved with increasing numbers of sample trees for all plot attributes, sample tree selection 
methods, and calculation methods (Fig. 3). For all calculation methods, we obtained greatest 
accuracies by retaining field-measured heights for sample trees and using heights predicted with 
a HD model for non-sample trees. 

For Lorey’s mean height, there were substantial differences in accuracies obtained for the 
different calculation methods. The mean tree height weighted by basal area, retaining field-measured 
heights of sample trees and otherwise predicted tree heights for non-sample trees, gave the great-
est accuracy. Similarly, for dominant height, the mean height of the two largest trees, retaining 
field-measured heights, gave the greatest accuracy. This result underscores the importance of using 
field-measured heights where available, minimizing uncertainties resulting from model predictions 
of tree heights. 
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Fig. 3. Root mean square errors relative to the observed mean values (RMSE%) obtained for plot attributes calculated 
in the Monte Carlo simulation in which we sampled 151 plots in each replication, and compared numbers of sample 
trees (2, 6, 10, 14), sample tree selection methods, and calculation methods.

The ANOVA revealed that all main effects and interactions were statistically significant 
(p < 0.01). For RMSE%, the number of sample trees had the largest effect size (η² = 0.12, Table 4), 
indicating a strong influence on the accuracy on field plot values. The calculation method had 
a moderate effect (η² = 0.07), while other factors, such as the sample tree selection method and 
two-way interactions, including sampling × number of sample trees and number of sample trees 
× calculation method, had small to moderate effect sizes (η² ≤ 0.06). For MD%, the calculation 
method had a large effect size (η² = 0.15). Interaction terms, particularly sampling × method and 
number of sample trees × method, had moderate effects, while main effects of sample tree selection 
and number of sample trees were small (η² ≤ 0.03).



14

Silva Fennica vol. 59 no. 2 article id 25003 · Noordermeer et al. · Effects of sample tree selection and calculation…

4 Discussion

The main objective of this study was to assess the effects of sample tree selection methods and field 
plot calculation methods on accuracies of field plot data in area-based FMIs. To address this, we 
conducted a systematic evaluation of how different numbers of sample trees and selection methods, 
as well as calculation methods, influenced plot values of forest attributes. The results provide a 
basis for improving field protocols and the methods used to calculate plot-level values in FMIs. 
We simulated conventional practices in area-based FMIs where tree measurements are collected 
from sample plots distributed within an inventory area and used to compute the field plot values. 
We assessed the effects of various numbers of sample trees and sample tree selection methods on 
the accuracies of plot values of volume, Lorey’s mean height, and dominant height. We further 
compared a range of calculation methods for the studied plot attributes and assessed whether the 
results were consistent across forest types regarding species and maturity class.

The observed improvement in accuracies of plot values with increasing number of sample 
trees was consistent with the expected outcome of more extensive field measurements contributing 
to reduced uncertainty in height and volume estimates. In determining the number of sample trees, 
however, the challenge lies in balancing the time and cost involved in fieldwork and achieving the 
desired accuracy (Kangas 2010). In Norwegian forest inventories, it has been common practice to 
select around 10 sample trees on each plot. While the results demonstrated substantially smaller 
accuracies with only two sample trees, the differences in accuracies between 10 and 14 were gen-
erally modest for most attributes and sample tree selection methods; in most cases within a few 
percentage points of RMSE. The magnitude of the RMSE in relation to the number of sample trees 
will be influenced by the correlation and variation in functional form between dbh and tree height 
on both plot level, and among plots within the inventory area. A stable HD-relationship among 
plots will allow selecting fewer sample trees on each plot, and rather construct models based on 
pooled sample tree data across plots. However, further research is needed to assess the balance 
between the costs of different numbers of sample trees and the resulting accuracies.

We compared four sample tree selection methods and found that the method had a statisti-
cally significant effect on the obtained accuracies of plot values, and that overall, selection with 
a probability proportional to basal area gave the greatest accuracies. This result aligns with the 
earlier work of Storås (2022), who found that sample tree selection using a relascope gave the 
greatest accuracy. However, it must be noted that the four tested selection methods represent only 
some apparent and known alternatives, and other methods could be tested. For example, sample 

Table 4. Partial eta-squared values (η2) obtained for main 
effects and two-way interactions in the analysis of vari-
ance (ANOVA) obtained for root mean square error rela-
tive to the observed mean values (RMSE%) and mean 
difference relative to the observed mean values (MD%).

Factor RMSE% MD%
η2 η2

Sampling* 0.03 0.03
n.samp.tree** 0.12 0.00
method*** 0.07 0.15
sampling:n.samp.tree 0.03 0.01
sampling:method 0.03 0.07
n.samp.tree:method 0.06 0.09
* = sample tree selection method; ** = number of sample trees; 
*** = calculation method.
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trees could be selected in proportion to the approximate species composition on the plot (Curtis 
2000). While alternative methods could be explored, the selection method that yielded the great-
est accuracy, i.e., selection with a probability proportional to basal area, is the standard method in 
Norway, both in the NFI and in FMIs, justifying its continued use. 

A main finding was that it was beneficial to retain field-measured heights of sample trees in 
the calculations for all three plot attributes. This is the standard procedure in the Norwegian NFI 
and the Forest Resource Map SR16 (Breidenbach et al. 2020). Taking advantage of these measure-
ments when available led to a reduction in both RMSE% and MD%, an effect that would likely be 
even more pronounced in cases where the HD models were less accurate. In this study, missing 
heights were predicted using a modified version of the Näslund model (Eq. 1), which has been 
shown to adequately describe HD relationships across various forest types in Norway and without 
significant bias (Sharma et al. 2015). Alternatively, published allometric models can be used to 
predict heights of non-sample trees, or an imputation like the procedure we used to obtain refer-
ence heights for non-sample trees. Because this study focused on comparing numbers of sample 
trees, sample tree selection methods, and plot data calculation methods, we did not investigate 
such alternative approaches for predicting heights of non-sample trees. However, more research is 
needed to specifically address the impact of different methods for obtaining heights of non-sample 
trees in the context of area-based forest inventories.

For volume calculation, we obtained greatest accuracies by predicting volumes for all trees 
using published allometric volume models, retaining reference heights of sample trees and only 
using heights predicted with HD models for non-sample trees (method II). The standard practice 
for calculating plot values of volume in the Norwegian FMIs, namely, ratio estimation without 
retaining measured tree heights (method IV), resulted in greater errors; with a mean RMSE% that 
was 1.3 points greater (Table 3). We assumed the published allometric volume models used in 
both these methods to be free of error, leaving two sources of uncertainty for ratio estimation: the 
standardized height models used to predict heights using the dbh as the only predictor, and the 
estimated ratios between reference volumes and tariff volumes. In contrast, tree volumes predicted 
using published allometric models with measured dbh and predicted tree heights only had the 
HD model error as a source of uncertainty. This resulted in more accurate volume predictions for 
individual trees in methods I and II than those estimated using methods III and IV.

While our ranking of methods for calculating all target forest attributes was relatively con-
sistent, as indicated by the median and mean RMSE%, it is important to note that extreme forest 
conditions in our dataset may not yield the same rankings. This is illustrated in Fig. 3, which shows 
significant overlap in the RMSE% distributions. Additionally, the ANOVA analysis revealed that 
the number of sample trees, sample tree selection method, calculation method, and forest type 
significantly influenced the accuracy of the forest attribute predictions. Consequently, it is crucial 
to make informed choices rather than simply selecting the top-performing methods from our study.

The NFI comprises a representative sample of plots that covers the variability in forest 
characteristics in South Norway. Likewise, the plot data obtained from the 45 FMIs spanned a 
wide range of forest types over large parts of the country. However, only about 10 sample trees 
were selected on each plot in both datasets. Because our analysis required reference heights for 
all trees, we imputed heights of non-sample trees using field-measured heights of similar trees in 
terms of species, forest type, dbh, and geographical location. We further repeated all calculations 
100 times, each time using a newly sampled set of imputed heights for trees whose heights had not 
been measured. While the imputation limited the variability in imputed tree heights to the range 
of field-measured heights of sample trees, we considered the resulting semi-synthetic dataset to 
accurately reflect Norwegian forest conditions, given the substantial number of trees with measured 
heights (117 872 out of 374 462). 
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It should be noted that height imputation for approximately two-thirds of the trees in the 
dataset may have influenced the accuracies obtained for the different methods, and reduced the 
variance explained by the random effect in the HD models. Under realistic conditions, where only 
measured heights are used for fitting HD models, the plot effect would account for more of the 
variance in tree height, resulting in more accurate predictions and better performance of calcula-
tion methods relying on HD models. Additional analyses confirmed these findings: models fitted 
using field-measured heights for sample trees and imputed heights for tally trees showed greater 
plot-effect variance and poorer fit compared to models fitted using only field-measured heights. 
Furthermore, the analysis was limited to a single HD model form and a fixed set of sample tree 
selection and plot calculation methods. Testing other modeling techniques and sampling methods 
could give further insights and could be considered in future research.

We treated the measured and imputed heights, as well as predicted tree volumes, as error-free. 
However, measurement errors of tree height can be expected to be approximately 3% of the tree 
height (Bollandsås et al. 2023), and imputation of missing heights introduced further uncertainty 
(RMSE% of 17.1–22.7, Table 2). Moreover, additional uncertainty arose from predicting tree 
volumes, which could be expected to be RMSE% of 12.7–19.7 (Hansen et al. 2023). Nonetheless, 
such errors can be expected to be consistent across the various numbers of sample trees, sample 
tree selection methods and calculation methods. Therefore, the errors will only have affected the 
magnitude of the obtained accuracies, and not the relative performance of the tested numbers of 
sample trees, sample tree selection methods and calculation methods. 

5 Conclusions

Five main conclusions can be drawn from this study:
1. Accuracies of field plot values were significantly affected by the number of sample trees, 

sample tree selection method and calculation method. 
2. Using field-measured heights of sample trees in the calculations resulted in greater accura-

cies compared to using heights predicted using HD models, highlighting the benefit of 
using field measurements in the calculations when available.

3. Overall, we obtained greatest accuracies by selecting sample trees with a probability 
proportional to basal area.

4. We obtained greatest accuracies for plot values of volume by using published species-
specific allometric volume models, based on the measured dbh, field-measured heights 
of sample trees, and predicted heights of non-sample trees.

5. We obtained greatest accuracies in calculating Lorey’s mean height and dominant height 
by retaining field-measured heights for sample trees and predicting heights for non-sample 
trees using a HD model.
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